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What is Machine Learning?
Artificial Intelligence

Learn from data

Big Data

Find Patterns in data

Unstructured data

Supervised Learning



Deep Learning
Traditional Machine Learning

Deep Learning



Deep Learning
Advantages

● Significantly outperforms other 
solutions in multiple domains

● Reduces the need for feature 
engineering

● Is an architecture that can be adapted to 
new problems relatively easily 

Disadvantages

● Is extremely computationally expensive 
to train

● Required a large amount of data
● Determining the topology/flavor/training 

method/hyperparameters for deep 
learning is a black art with no theory to 
guide you



Transfer Learning
Feature extraction

Fine-tuning



Catastrophic Forgetting

Feature Extraction Task 1

Task 2

1000 classes

200 classes

Feature Extraction



State of the Art
Progressive Neural Networks



State of the Art
PiggyBack



How does a CNN works



Our Solution



Our Solution



Our Solution

Group-sparse 
regularization

Mask Learning



Meta Learning
● Are the filters learned in previous task useful for new tasks?

○ In a similar or different context

● Learning to learn 
○ To learn more generic filters
○ Without affecting the accuracy of the model

● Are filters learned in new tasks useful for previous tasks?
○ Assuming that we have the data from the previous tasks



Future Works
● Continue doing experiment

○ How many filter use each task?
○ How many task we can train with the same model?

● Change the way we find the none binary Mask
● Find the way to add a meta learning model to our model

○ How do we know if the model is generalizing well
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